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Bevezetés és célkitlizés

A mérési és becslési eljarasok szamos alkalmazasi tertileten megjelennek. A gyermek becsli az pocsolya
szélességét, miel6tt megprdbalja azt atugorni; a héja becsli a galamb tavolsagat; a sportorvos méri az
olimpikon testzsir-indexét; az auté navigacids rendszere méri a jarmda jelenlegi helyzetét. Ezen eljarasok
esetenként 6nalldan, célként jelennek meg (pl. testzsir-index mérése), de sok esetben a felhasznalé el6l
teljesen rejtve, az eszkdzokbe beagyazva, szolgaltatasként vannak jelen (pl. a navigécids rendszer altal
hasznalt GPS szolgaltatés). llyen eljarasok széleskor( alkalmazhatdsaganak feltétele, hogy a
mérési/becslési eljaras robusztus legyen az alkalmazasi kérnyezetben bekdvetkezd zavarokra, az egyes
eszk6zok meghibasodaséra, vagy akar a felhasznalo altal elkbvetett esetleges hibakra.

Tudomanyos kutatasaim soran mindig kiiléndsen vonzodtam a gyakorlatban is alkalmazhaté
eredményekhez, ezért az id6k soran altalam kidolgozott mérési és becslési eljarasok java része
valamilyen szempontbdl valéban robusztus lett. Jelen tézisek ezeket az eredményeket foglaljak dssze,
h&arom nagyobb csoportra osztva.

Az elsG téziscsoport modellparaméterek becslését végz6 Uj eljarasokat mutat be. Az eredmények
tartalmaznak mddszert gerjeszt6jelek tervezésére, amelyek immunisak az alkalmazoi hibékkal szemben;
hatékony spektrumbecslét, amely még igen nagyméret( feladatok esetén is miikod6képes marad;
valamint egy automatikus modellszelekcids eljarast, ami a hagyomanyosan bonyolult paraméterbecslési
eljarasbal kikliszoboli a felhasznaloi beavatkozast, igy elérhetévé teszi azt laikus felhasznaldk szamara is.

A masodik téziscsoport Uj robusztus pozicidbecslS eljardsokat mutat be. Az eljarasok kdzos jellemzéje és
a robusztussag forrésa, hogy azok a mérések konszenzuséan alapulnak. Az alapmaodszer automatikusan
képes kivalasztani adott hibahatarral konzisztens méréseket és ebbdl akkor is pontos becslét szolgaltat,
ha sok hibas mérés van jelen. Az alapmaddszer két kiterjesztését is bemutatom: az elsé a becsl6t egy
jarulékos lépés segitségével pontositja, igy statisztikailag az adott kérilmények kdzott elméletileg
elérhetd legnagyobb pontossagot adja. A masik kiterjesztés az alkalmazési kdrnyezetet tagitja: mig az
alapmadszer jol definidlhatd trigger-esemeények kibocsatasat kbveteli meg a lokalizadlandd objektumtol
(pl. fegyver dorrenése), a kiterjesztett modszer ezeket az eseményeket automatikusan generélja
folyamatos jelekbdl (pl. beszédhangbdl).

A harmadik téziscsoport olyan bedgyazott kdztesréteg-szolgéltatasokat és tervezési eszkfzoket mutat
be, amelyek nem jelennek meg a felhasznald szdmara, de fontosak elosztott mérérendszerek mikodése
szempontjabdl. Az eredmények tartalmaznak elosztott halézatok energiahatékony lizemeltetését segit6,
és ezzel egy id6ben garantalt lefedést biztositd szolgaltatast; strukturalisan stabil idGszinkronizacids
protokollt gyir( topoldgidju haldzatokra, valamint egy szimul&cios eszkozt vezeték nélkdili elosztott
rendszerek tervezésére és tesztelésére.



1. Robusztus modellparaméter-becslé eljarasok

1.1. Eljaras robusztus szélessavi multiszinuszos gerjesztéjelek tervezésére

Multiszinuszos gerjeszt6jelek felhasznéldsa rendszeridentifikécio céljara igen gyakori, ezek tervezésére
szamos jol bevalt mddszert alkalmaznak. A tervezés sorén a jelek teljesitményét a vizsgalt
frekvenciatartomanyra tipikusan egyenletesen szokés elosztani, szabad paraméter azonban a
komponensek fazisa. A fazisok segitségével a gerjeszt6jelek egy masodlagos, amde a gyakorlatban igen
fontos tulajdonsaga, a csucstényezd minimalizalhatd. Erre a célra akar a Schroeder multiszinuszos jel,
vagy ennek tovabb optimalizalt valtozatait hasznaljak. Sajnos ezen gerjesztéjelek nemkivanatos
tulajdonsaga, hogy nem szakszerd felhasznélas esetén egyes frekvenciatartomanyok a vartnal
Iényegesen kisebb teljesitménnyel gerjesztédhetnek (a vizsgalatok szerint a vesztség akar 30db is lehet).
llyen szakszer(itlen felhasznélas igen gyakori, példaul a j6 szandéku felhasznalé a tervezett gerjesztGjelet
két részre osztja identifikécio és verifikacio céljara, vagy akar a hosszi mérési folyamatot félbeszakitja. A
javasolt mddszer robusztus a gerjesztéjel ilyetén csonkolésos felhasznalasaval szemben.

Statisztikai alapu becsl&t adtam a véletlen fazisu gerjeszt6jel csonkoldsabdl eredd veszteség
szamszer(sitésére. Megmutattam, hogy a csonkolasb6l ad6do veszteség a véletlen fazisu multiszinuszos
gerjesztjelek felhaszndlasa esetén alacsony (tipikus paraméterek esetén 1-3 dB), mig ezen értékek a
hagyomanyos a Schroeder-alapu tervezés esetén igen magasak is lehetnek (akar 30-40 dB).
Megmutattam, hogy az irodalomban ismert és széles korben hasznélt cstcsérték-optimalizald
algoritmusok nem befolyasoljék Iényegesen az inicializalé jel fazisanak statisztikai tulajdonségait, igy a
kovetkez§ tervez6 algoritmust javasoltam robusztus multiszinuszos gerjesztGjelek tervezésére: a
tervezés véletlen fazisi multiszinuszos gerjesztSjelbél indul (ellentétben az irodalomban gyakorta
javasolt Schroeder multiszinusszal), majd erre a jelre alkalmazunk cstcstényezé minimalizalast. A tesztek
tanUsaga szerint a tervezett jelek csucstényezéje hasonlé (esetenként jobb is), mint a hagyomanyos
tervez6 maddszerek dltal szolgéltatott jeleké, mig a csonkolasbdl eredd potencidlis veszteség lényegesen
alacsonyabb. A javasolt algoritmus konvergenciatulajdonsagait két ismert cstcstényezé-optimalizald
algoritmus esetén is megvizsgaltam: a mddszer még igen magas szdmu frekvenciakomponenst
tartalmazo gerjesztéjel esetén is elfogadhatd sebességgel konvergél (pl. 1000 frekvenciakomponens
esetén a futasi id6 kb. 2 perc).

Kapcsolddé publikéciok: [S1], [S2].

1.2. Hatékony szamitasi eljaras periodikus jelek spektrumanak meghatarozasahoz
Hatékony szamitasi eljarast javasoltam periodikus jelek spektruméanak meghatédrozasahoz. Az iterativ
eljarés két lépésbdl all: az elsé |épésben az alapharmonikus frekvenciajanak kozelit ismeretében a
linearis legkisebb négyzetek (least squares - LS) probléma megoldasaval elGallitjuk a spektrum becsléjét,
majd ennek ismeretében a masodik Iépésben Gjabb frekvenciabecslét készitiink egy nemlinearis LS (NLS)
megoldas segitségével. A két [épést a konvergenciafeltétel bekdvetkezéséig ismételve (amig a hiba nem
valtozik Iényegesen) az LS értelemben (lokéalisan) optimalis frekvenciabecslé elGallithatd. Az LS probléma
megoldasahoz a javasolt eljaras rezonator-alapu rekurziv szamitasi eljarast hasznél, mig a masodik
Iépésben kvadratikus illesztéssel hatarozza meg az Uj frekvenciabecsl6t. A javasolt mddszer elénye, hogy
Iényegesen kevesebb eréforrast igényel, mint a hagyomanyos (matrix alapu) megoldasi médok. A
hagyomanyos modszer memoriaigénye és szamitasi igénye rendre O(MN?) és O(MN), mig a javasolt
maodszer esetén ezen értékek rendre O(MN) és O(N), ahol M a harmonikus komponensek szama és N a
mintak szama. Mivel valés feladatok esetén mind a memoriafelhasznélas, mind a szamitasi igény
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nagysagrendekkel kisebb a hagyomanyos mddszerekénél, a javasolt eljaras olyan nagyméret(i feladatok
megoldasara is alkalmas, amelyeket a hagyoméanyos megoldési modszerrel nem lehetett kezelni. Hosszu
adatrekordok esetén a variancia kiszadmitasa a hagyoméanyos blokkos eljarassal torténhet, de az U]
madszer elénye, hogy nem igényli az adatok szegmentalasat, Ujraszinkronizalasat €s Ujrabecslését. Rovid
adatrekordok esetén a hagyomanyos blokkos médszerrel a variancia nem becsiilhet6, a javasolt eljaras
azonban ilyenkor is elfogadhaté min&ségd variancia-becs|St ad a rekurziv becslé mintankénti
eredményeinek felhasznélasaval.

Kapcsolddd publikaciok: [S3], [S4], [S5].

1.3. Automatikus modellszelekcios eljaras linearis idé-invarians rendszerek

s s

A rendszeridentifikacids eljarasok gyakorlati felhasznél6i gyakorta nem rendelkeznek mély ismeretekkel
a rendszeridentifik&cié témakorében. llyen felhasznaloktol nem varhaté el a bonyolult és sok
paraméterrel rendelkez6 eljarasok megfelel§ hasznalata, szdmukra sokkal inkabb egy teljesen
automatikus eljaras lenne kivanatos. Mig kutatasok az identifikacids eljarasok szamos elemét dnélloan
vizsgaltak, ilyen egységes és konnyen kezelheté mdodszer nem allt rendelkezésre.

Kidolgoztam egy teljesen automatikus frekvenciatartomanybeli modellszelekcios eljarast, amely a
felhasznal6tol minddssze a mérési eredményeket varja bemenetként és kimenetként a vizsgalt rendszer
identifikalt és validalt modelljét képes szolgéltatni, a gyakorlatlan felhasznélé szaméra értelmezhetd
szoveges értékeléssel egylitt. A mddszer a kovetkez6 Iépésekbdl all:

a. Meérési eredmények el6feldolgozasa. Itt a mért bemend és kimend jel spektrumanak kiszamitasa
DFT segitségével torténik, majd ezekbdl a minta kdzépértékek, minta variancidk és minta
kereszt-kovariancidk szamitasa torténik meg az irodalombal jol ismert modszerekkel [1].

b. Durva fokszdmbecslés. A 1épés soran egy gyors nemparametrikus algoritmus [2] segitségével egy
hozzavetGleges statisztikai fokszambecslést végziink. A modszer gyorsasaga abban rejlik, hogy a
rendszer hibajat a paraméterek tényleges kiszamitasa nélkul becsli. Ezt a modszert a
tovabbiakban gyors tesztnek nevezzik. A |épés eredményeképpen egy kezdeti, valészindleg
kissé konzervativ fokszambecsl6 all rendelkezésiinkre.

c. Paraméterbecslés és modell-validacid. Mivel a (b) Iépésben alkalmazott gyors algoritmus
sztochasztikus, lehetséges, hogy a kezdeti fokszambecsl6 a varakozasok ellenére mégis tal
alacsony. Ebben a Iépésben ténylegesen kiszamoljuk a becstilt fokszamhoz tartozé
paramétereket és korrelacios tesztet hajtunk végre a maradé hiban [3]. A tovabbiakban ezt a
maodszert lassu tesztnek nevezziik. Amennyiben a becslé a lassu teszten megbukik, a fokszdmot
noveljik és a lépést addig ismételjiik, amig megfelel6 mindségl becslét nem kapunk. A lépés
eredményeképpen egy validalt, &m a kelleténél valdszin(ileg magasabb fokszamu becsl6t
kapunk.

d. Fokszam redukcié |. Ebben a Iépésben a bemeneti modell fokszdmat iterativan csokkentjik
mindaddig, amig a redukalt modell még mindig kielégité pontossagu. A fokszamcsokkentést
polusok, zérusok, vagy polus-zéro parok eliminélasaval végezzik, ahol a potenciélis gyokok
kijelolése Rolain szignifikancia-tesztje segitségével torténik [2]. Minden potencidlis gyok
elimindlasa utdn ellendrizzik a maradé modell mingségét: sikeres teszt esetén a csokkentett
fokszdma modellel folytatjuk az iteracidt, sikertelen teszt esetén pedig masik gyokkel
probalkozunk. A sebesség novelése érdekében a modell minségét el6szor a gyors teszt
segitségével végezziik; amennyiben ez a modszer mar nem vezet eredményre, a lassu tesztet
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alkalmazzuk a modell hibajanak meghatarozasara. Minden sikeres lassu teszt utan ismét
visszatériink a gyors teszthez. A két mddszer valtogatdsaval gyors konvergencia és pontos becslé
érhet6 el. A lépés eredményeképpen el&éll egy olyan minimalis fokszamu parametrikus modell,
amely mind a hibafliggvény tesztet, mind a korrel&cios tesztet sikeresen teljesiti.

e. Fokszam redukcid Il. Mivel a gyakorlati esetek egy részében el6nydsebb az alacsony fokszamu
modell alkalmazéasa a pontossag némi csokkentése aran, ez a |épés tovabb csdkkenti a modell
fokszamat. A mddszer hasonldan muikodik, mint a (d) [épés, de itt nem alkalmazunk korrelacids
tesztet, helyette a (d) Iépésben meghatarozott validalt modellbél szarmaztatott hibahatart
alkalmazzuk a hibaftiggvény teszt soran.

f.  Valid&cio. Ebben a lépésben a (d) és (e) |épésben szarmaztatott modellek validalasa és
értékelése torténik meg. Az elméleti és mért hiba aranya, valamint a korrel&cios teszt
eredménye alapjan a rendszer szbveges értékelést készit, mely alapjan a gyakorlatlan
felhaszndlo is képes elddnteni, hogy a szarmaztatott modellek kdzil melyik modell alkalmas
céljai elérésére.

Kapcsolddé publikéciok: [S6], [S7].

Az eredmények hasznositasa

A javasolt modszerek és eljarasok kifejlesztése valos gyakorlati igények mentén tortént: a
modellparaméterek becslése szamos alkalmazasi terileten felmerilé probléma, ahol a felhasznélok az
alkalmazasi terllet szakemberei, de a rendszeridentifikacié témakoérében nem rendelkeznek mély
ismeretekkel. A javasolt médszerek ezen felhasznal6k szdmara adnak realis lehetéséget szakszer(i €s
pontos modellalkotas végrehajtasara.

A kidolgozott modszerek a gyakorlati alkalmazasara és tovabbi fejlesztésére a Kollar Istvan altal
kifejlesztett Frekvenciatartomanybeli Identifikacids (FDIDENT) Toolbox-ban kerlt sor. Itt kialakitasra
kerult egy felhasznaldbarat, grafikus felhasznéldi kdrnyezet, amely integrélja és intuitiv médon segiti a
megfelel6 modszerek kivalasztasat, felhasznalasat ([S8], [S9], [S10], [S11], [S12]). A Toolbox jelenleg is
kereskedelmi forgalomban kaphatd, illetve non-profit célra ingyenesen felhasznélhat [4].



2. Robusztus pozicidbecsl§ eljarasok

2.1. Konszenzus alapu robusztus szenzorfazio futasi idé-kalonbségek alapjan torténd

helymeghatarozashoz

Helymeghatarozo eljarasok gyakorta alapulnak kilonféle (pl. akusztikus vagy radiofrekvencias) jelek
futdsi idejének (Time of Arrival, TOA), vagy futasi id6-kilonbségének (Time Difference of Arrival, TDOA)
mérésén. A TDOA alapu helymeghatarozasi probléma a kovetkezd: Adott egy ismeretlen py =

(x0, Yo, 2o) helyzet(i jelforras, ami egy ismeretlen (véletlen) t, idSpillanatban jelet bocsat ki. (Ha t,
ismert, akkor a joval egyszer(ibb TOA problémaval allunk szemben.) A jel a kbzegben allandé v
sebességgel terjed. Adott tovabba N darab érzékels az ismert p; = (x;,v;,2;),i = 1,2,..., N poziciékon,
amely érzékel6k a kibocsatott jelet detektaljak és az érzékelés t;,i = 1,2, ..., N id6pontjat megmérik. Az
érzékelGk orai szinkronizéltak. Az p; érzékel6pozicidk és a t; érzékelési idék felhasznalasaval
meghatarozando a jeladé p, pozicioja.

A probléma geometriailag jol kezelhet8: mivel minden érzékelS-parhoz rendelhetd egy - az érzékelési
id6k kilonbségétdl fuggé - hiperboloid felllet, amelyen a jeladonak el kell helyezkednie, a megoldést
ezen hiperboloidok metszete adja. A probléma tehat nem degeneralt érzékelS-elhelyezés esetén n
dimenzios térben vald lokalizacié esetén N > n érzékel6vel megoldhaté. A rendszerek robusztussdganak
noveléséhez azonban ennél (akar lényegesen) tobb érzékelGt is hasznalhatunk. llyen esetekben alapveté
kérdés a tulhatarozott egyenletrendszer megoldasanak modja. A leginkabb elterjedt megoldés a
legkisebb négyzetek (Least Squares, LS) elvén alapul, amikor is egy négyzetes e(p) hibafliggvényt
alkalmazva keressik azt a p, poziciét, ahol e(p) minimalis. Az LS megoldas el6ny6s ott, ahol a méréseket
kis mérési zaj terheli, azonban nagy hibaju mérések jelenléte (pl. visszhang miatti téves detekcid) a
becsl6t jelentsen torzitja.

Uj elv(, a mérési hibakra nézve nagy mértékben tolerans, a mért értékek konszenzusan alapul6 fuzids
eljarast javasoltam TDOA alapu helymeghatéaroz6 rendszerek megvaldsitasara. A modszer
automatikusan azonositja és figyelmen kivil hagyja a megengedettnél nagyobb hib4ju méréseket. A
javasolt mddszer szerint a becsl azon p pozicidban talalhatd, ahol a legtébb mérés, adott hibahataron
belll, tAmogatja azt a k6zos hipotézist, hogy a forras a p poziciéban van. TDOA esetre a konszenzusos
becsl§ szdrmaztatdsa a kovetkez6:

a. Aforrésvéletlen t, idépillanatban jelet bocsat ki, amelyet a szenzorok érzékelnek és a t;
érzékelési id6ket rogzitik (i = 1,2, ..., N).

b. Tegyuk fel, hogy az ismeretlen pozicioju forrés a tér p = (x, y, z) pozicijdban van. Ebben az
esetben minden szenzorra (p, p;, t; és v ismeretében) kiszamithat6 az a £; idépillanat, amikor a
szenzor mérése szerint a feltételezett p pozicidbdl a jelnek el kellett indulnia.

c. Definidljunk egy t > 2(% + T) hibasévot, ahol A a szenzorok maximalis poziciohibaja, mig T az
idémérés maximalis hibdja (amely egyrészt a szenzorok k6zotti idészinkronizacids hibabal,
masrészt a detekcid és az idémérés pontatlansagabdl adddik).

d. Keressiik meg azt az (egyik) t idépillanatot, amelyre a [t —oit+ %] intervallumbaa;,i =

1,2, ..., N értékek koziil a legtobb esik. Legyen ezen intervallumba esé t; értékek szamaap
poziciéhoz tartoz6, C,(x, y, z) konzisztencia-érték.

e. Abecslsa C,.(x,y, z) konzisztencia-fliggvény maximumanal van. Altalaban C, maximuméat nem
egy pontban, hanem egy W terileten veszi fel, amelynek mérete fiigg = értékétdl. Praktikusan a



pozicidbecslét W kbzéppontjaba helyezziik, mig W terulete, illetve elhelyezkedése jol
hasznélhat6 a lehetséges becslési hiba jellemzésére.

A fenti algoritmus feltételezi, hogy a vizsgalt tér minden egyes pontjaban C,(x, y, z) értékét ki tudjuk
értékelni, ezért valos korilmények kozott nem alkalmazhat6. Valés felhasznélasra kidolgoztam a fenti
algoritmus iterativ, diszkretizalt valtozatat. A gyors kiértékelés sorén egy korlatozas és szétvalasztas
(Branch and Bound, B&B) tipusu keresést végziink fokozatosan csokkend méreti térkockdkban, amelyek
mérete az eljaras soran csokken. A keresés soran az térkocka aktualis méretéhez adaptéljuk T
kiszamitasa soran hasznélt A paramétert.

A javasolt eljaras olyan esetekben alkalmazhatd, amikor a jelforras j6l azonosithato, diszkrét jeleket
bocsat ki. llyen lehet pl. 16vések hangja (akusztikus forrés) vagy impulzus-jellegi radidjelek (ultra-
szélessavu radi6 forras). A modszer tesztelése soran akusztikus forrasokat és mikrofonos érzékelSket
hasznaltunk.

A javasolt eljaras valos méret( tesztkdrnyezetben (100x100x5m), nagy szamu szenzor (N > 50)
alkalmazasaval is valds idében képes a fuziot elvégezni. Az eljaras nagy elénye a nagymértéki
robusztussag: a mérések nagy része is lehet hibas (tesztek soran a hibaarany sokszor az 50%-ot is
meghaladta), a fuzié mégis nagy pontossagu eredmeényt ad. A fenti kdrnyezetben az atlagos hiba
mindéssze 1.3m volt.

Kapcsol6do publikaciok: [S13], [S14], [S15], [S16], [S17].

2.2. Megndovelt pontossagu poziciobecslés a konszenzus alapu szenzorfzié

kiterjesztésével

A 2.1 pontban javasolt alapalgoritmus a keresést diszkrét térben végzi. Mivel a mérésben mindig jelen
|évé zaj a konzisztenciafliggvénynél alkalmazott T paraméter tetszéleges csokkentését nem teszi
lehetévé, igy a modszer felbontésa €s pontossaga nem noévelhet6 tetszélegesen. A T paraméter ertéke
ugyan hangolhaté lenne, amennyiben a rendszerben jelen 1évé zajokrél pontos modell allna
rendelkezésre, de ez gyakorlati szempontbdl nem reélis megoldéas. Helyette a pontossag novelésére egy
kiterjesztést javasoltam, ami csak a zajmodell hozzavetSleges ismeretét teszi sziikségessé. A modszer az
alap-algoritmust hasznalja (1) egy kezdeti pozicidbecslé elGéllitasara és (2) azon szenzorok
azonositasara, amelyek a hibamodellen belil konzisztens mdédon tamogatjak ezt a becslét. Ezutan ezen
szenzorok mérési eredményeinek felhasznalasaval, a kezdeti becslébdl indulva egy gradiens-alapl
algoritmussal pontositjuk a becsl6t.

A kiterjesztett pozicidbecslé mikodése a kbvetkezd:

a. Adurva zaj- és hibamodell ismeretében a kordbbiakhoz hasonl6an allitsuk be 7 értékét és
futtassuk le az eredeti algoritmust. Az algoritmus eredménye egy olyan (¥, ¥, Z) pozicid, ahol
C.(x,y, z) felveszi a maximumat.

b. Az (¥,y,Z) pozici6hoz tartozik az algoritmus altal szamitott £ becsiilt emisszids idSpillanat,

valamintal = [f — % t+ %] intervallum. A T halmaz tartalmazza azon i szenzorindexeket,
amelyekre {t;} € I.

c. Definidljuk a kévetkezd kvadratikus hibafiiggvényt: E(x, v, z,t) = Ycre?(x, v, z, t), ahol
ei(x,y,z,t) =d;(x,y,2z) — v(t; — t).



d. Hatarozzuk meg E(x, y, z, t) minimumat gradiens kereséssel, ahol a kiindulopont (¥, ¥, Z, £). A
minimumhely szolgaltatja a pozicidbecsl6t.

A mddszert akusztikus l16vész-lokalizacio alkalmazasban teszteltiik és pontossagat 6sszehasonlitottuk az
alap-algoritmuséval. A tesztek tanuséaga szerint a hiba ertékét atlagosan 30%-al sikertilt csokkenteni. A
maodszer pontossagét kisérletileg 6sszevettem az elméleti pontossaggal. A szimulécios tesztek szerint a
javasolt megoldas hibaja igen kdzel van ahhoz a Cramer-Rao korlathoz, amelyet a helyes eredményt add
I' szenzorhalmazbdl szarmaztatunk, mig a pontossag természetes elmarad att6l az elméleti korlattdl,
amit az sszes szenzor helyes miikodése esetén kaphatunk. Mivel a szenzorok helyes vagy helytelen
m(ikodése és az ltaluk szolgéltatott adatok pontossaga nem kontrollalhato, igy a modszer kozel
optimalisnak tekinthetd: mindig az adott kériilmények kozott elérhetd lehetséges legjobb megoldashoz
kozeli eredményt szolgéltat.

Kapcsol6do publikacio: [S18]

2.3. Altalanositott konszenzus alapu szenzorfuzié futasi idé-kilonbségek alapjan torténd

helymeghatarozashoz

A 2.1 pontban javasolt eljaras olyan esetekben alkalmazhato, amikor a jelforras diszkrét jeleket bocsat
ki. Szdmos alkalmazasban a forras nem ilyen jellegi (pl. emberi beszéd esetén sem), amikor is nehéz
olyan eseményt definidlni, amely bizonyosan és kell6 gyakorisaggal el6fordul és nagy biztonsaggal
detektalhato minden érzékel6nél.

A hagyomanyos beszélé-lokalizaciés modszerek (beamforming, korrel&cios technikak) a szenzor és a
feldolgozd eszkdz kozott szélessdva kommunikaciot igenyelnek (tipikusan a mikrofonokkal érzékelt
digitalizalt jel kerll tovabbi feldolgozasra). Ez azon alkalmazasoknal nem el6nyos, ahol sok szenzor és
korlatos savszélesség (pl. Zigbee radios haldzati kapcsolat) all rendelkezésre. llyen alkalmazasi
kornyezetben alkalmazhat6 az &ltaldnositott konszenzus-alapt szenzorfuzié.

Kiterjesztettem és altalanositottam a konszenzus alapu szenzorfuziét futasi id6-kulénbségek alapjan
torténd helymeghatarozashoz. Az Uj megoldasban egy elére definidlt [T, k = 1,2, ..., K
eseménykészletet alkalmazunk, amely eseményeket minden szenzor figyel, detektal és az érzékelés
idejét méri. A szenzorok igy egy (i, k, t) eseményleir6t hoznak létre, ahol i a szenzor azonositéja, k az
esemény azonositoja, t pedig az érzékelés ideje. A TDOA esetre alkalmazott altaldnositott konszenzusos
becsl6 szarmaztatdsa a kdvetkez6:

a. A forrés folyamatosan jelet bocsat ki. A szenzorok az elére definialt eseményeket figyelik az
érzékelt jelben és ezek érzékelési idejét rogzitik a W idejl mérési ciklus alatt. A szenzorok az
érzékelt eseményeket ciklus végén (i, k, t,,) harmas forméajaban tovabbitjak a flzios
feldolgozdba. Ezut&n Gj mérési ciklus indul.

b. Tegyuk fel, hogy az ismeretlen pozicioju forrés a tér p = (x, y, z) pozicijdban van. Ebben az
esetben minden szenzorra (p, p;, t, és v ismeretében) kiszamithaté az a £,, idépillanat, amikor a
szenzor mérése szerint a feltételezett p pozicibban a megfigyelt 1, esemény bekdvetkezett.

c. Definidljuk a kordbbiakhoz hasonléana t > 2(% + T) hibasévot, ahol A a szenzorok maximalis
poziciéhibaja, mig T az idémérés maximalis hibdja. Definialjuk tovabba a A minimalis konszenzus
indexet.



d. Legyen azidépillanatok Y = {t;} ritka halmaza olyan, hogy minden t;,t, € Y: |t;, t;| > 7. AY
id6pont-halmaz egyértelmien definial egy Y, = {A;} diszjunkt intervallum-halmazt, ahol A; =
[t; — T, t; + T]. Legyen a 4; intervallumban talalhato IT, eseményhez tartozo £, becsl6k szama
n;. Legyen tovabba 7i; = n;, han; > Aés#; =0, han; < A.Legyen Cy . (x,y,2z) = max Yifi;.
Megjegyzés: A fentiekben Y azon idépillanatok becslését tartalmazé halmaz, amelyekben a
forrés I1;, eseményt generalt, Cy . (x, y, z) pedig azon konszenzusos érzékelések szama, amelyek
ezen eseményeket tAmogatjak, amennyiben a forras az (x, y, z) poziciéban van. A szamitas
soran csak olyan esemeényeket vesziink szdmitasba, amelyeket legaldbb A darab konzisztens
mérés tamogat.

e. Legyen akonzisztencia-fliggvény értéke a kovetkezs: C,(x,y,2) = Xx Cr . (x,y,2). A
pozicidbecsl8t — hasonléan az eredeti konszenzusos becsléhéz —a C;(x, y, z) konzisztencia-
fuggvény maximumabdl szarmaztatjuk.

Megjegyzés: az altalanositott mddszer a kovetkez6 modositasokkal megy at az eredeti becsl6be: k =
1L,A=1,Cx(x,y,2) = m@x max ;.
l

A konzisztencia-fuggvény kiertékelését — hasonl6an az eredeti konszenzusos becslhoz — iterativ
B&B keresessel vegezziik. AY halmaz kivalasztasat, illetve C, , kiszamitasat optimalizalas helyett
kozelitd heurisztikus mddszerrel végezziik.

A mddszert beszédjelek segitségével teszteltiik. A kisérletet beltérben hajtottuk végre, ahol 5
mikrofont alkalmaztunk 6m x 10m-es terileten elhelyezve, a detekcio pedig 0.2m pontossagu volt. A
kisérlet soran a beagyazott szenzorokon egy szlir6bank futott, az események pedig az egyes
savokban érzékelt gyors energiandvekedésnek feleltek meg. Az érzékelt események kdvetkeztében
keletkezett adatforgalom 2 nagysagrenddel volt kisebb, mint amennyi a nyers adat tovabbitasdhoz
lett volna szlikséges. JOI mutatja az események definialasdnak nehézségét, hogy a kisérlet sorén
detektalt események kevesebb, mint 5 szazaléka volt A = 3 mellett konzisztens. Ennek ellenére a
maodszer helyes becslét ad, ami jelzi a konszenzusos becslési mddszer robusztussagat.

Kapcsolddd publikécio: [S19].

Az eredmények hasznositasa

A konszenzus-alapu fuziés technika alkalmazasa nagyon sikeres volt akusztikus orvlévész lokalizacios
alkalmazasokban. A mddszer nagy pontossagu eredményt adott még olyan helyszineken is, ahol a
visszhangok igen jelentGsen megnehezitik a becslést. A rendszer kifejlesztése el6tti |6vész-lokalizacids
rendszerek nagyvarosi kornyezetben nagyon megbizhatatlanul m(ikédtek, tudomasom szerint az
altalunk kifejlesztett rendszer volt az elsé ilyen kornyezetben alkalmazhato szenzorhélézat-alapu
mérGrendszer.

A javasolt konszenzus-alapu becslé tobb irdnyban is tovabbfejlesztésre kerult Gjabb megoldasokban:

- Akonszenzus-alapu becsl6 adaptiv kiterjesztése lehetévé teszi a szenzorok megbizhatdsaganak
figyelembe vételét [S20].

- Egy sztochasztikus-alapu gyorsitassal a kiértékelés sebességét mintegy 3 nagysagrenddel sikerilt
megndvelniink [S21].

- Akonzisztencia-fuggvényt tovabbfejlesztették TDOA adatok mellett érkezési irdnyszogek
kezelésével és sikeresen alkalmaztak véddsisakon viselhetd rendszerekben is [5].



3. Robusztus koztesréteg-szolgaltatasok elosztott mérérendszerekhez

3.1. Garantalt szolgéltatasi tulajdonsagu k-lefedési algoritmus elosztott mérérendszerek

Uzemeltetéséhez

A pontossagi vagy hibat(rési igények kielégitése érdekében elosztott mérérendszerek, szenzorhalézatok
alkalmazésa esetén gyakori feladat annak biztositasa, hogy a megfigyelt terilet minden pontjat legaldbb
k szenzor fedje le. A feladat megoldhat6sdgénak sziikséges strukturalis feltétele, hogy az érzékelSk
telepitése ennek megfeleléen torténjen: a szenzorokat a megfigyelt térben elegendd s(irliséggel kell
elhelyezni. Ha a szenzorok a sziikségesnél sir(ibben helyezkednek el, akkor tovabbi optimalizalasra nyilik
lehetéség: a k-lefedettség megtartasaval egyes szenzorok alacsony fogyasztasu alvé allapotba
helyezhetdk, igy ezzel energia takarithaté meg. Amennyiben a m(ikod6 és alvé szenzorok szerepét
alkalmas médon Utemezziik, az egész haldzat élettartama megnévelhetd.

A k-lefedési probléma a formalizalhaté a G(RUS, E) paros graf segitségével, ahol az S csticsok az
érzékelSket, az R csucsok pedig a megfigyelt régiokat reprezentaljak. A G grafban akkor és csak akkor fut
éleegy reR régio és se S szenzor kozott, ha s (teljesen) lefedi r-t. Az egyszer( k-lefedési probléma a
kovetkezd: keressiik G olyan G'(RUS',E’) részgrafjat, amelyre igaz, hogy minden r e R cstcs fokszama
G' részgrafban legalabb k. A minimalis k-lefedési problémaban olyan nem-redundans G’ részgréafot
kereslink, amely minimalis |S’| szdmu szenzorral oldja meg a k-lefedési problémét. Mar a statikus
minimalis k-lefedési probléma is NP-teljes, de a kit(izott feladat még bonyolultabb: alkalmas k-lefedési
halmazok egymast kovetd sorozataval igyeksziink a halézat energiafogyasztasat minimalizalni és igy
annak élettartamat maximalizalni.

A megoldas soran a kdvetkez6 életszer(i feltételezésekkel éliink:

- Aszenzorok érzékeli teriilete modellezhet6 egy korrel, amelyen belul az érzékelés garantélt
mindségd, ezen kivil pedig nem az érzékelés minGsége nem garantalhato.

- Aszenzorok kommunik&cios sugara az érzékelési sugarnak legaldbb dupléja.

- Minden szenzor ismeri a sajat koordinatait és a = megfigyelendé teriletet. A szenzorok csak a =
teruleten bellli lefedésre torekszenek.

- Aszenzorok ismerik sajat energiadllapotukat.

A szolgaltatas minGségének jellemzésére a kovetkez6 mértékeket alkalmazzuk:

- k-lefedési arany: ©, = A—A‘ ,ahol A, ak-lefedett teriilet mérete, mig A a teljes megfigyelt =
terilet mérete.

- k-élettartam: L, (1) a halézat maximalis élettartama ugy, hogy ®, >4 ,ahol 0< 1 <1
(praktikusan A = 1 vagy egyhez kozeli szam).

Elosztott algoritmust javasoltunk a dinamikus k-lefedési probléma megoldasara. Az algoritmus egy
dlmossdgi tényezével jellemzi a szenzorok allapotat. Az almossagi tényez6 egyrészt a szenzor energia-
allapotat, masrészt a szenzor fontossagat tiikrozi a k-lefedési probléma szempontjabol: magas azon
szenzorok dlmossagi tényezGje, amelyek energiatartaléka alacsony, és/vagy az altaluk megfigyelt
teruleteket kevés mésik szenzor figyeli meg.

Az algoritmus vazlatos miikodése a kovetkez6:
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a. A hélozat periodikusan valasztast tart. Minden valasztas végén kialakul egy k-lefed6 halmaz,
amely T ideig tizemel. A lefedd halmazban nem szereplé szenzorokat T id6re alvo allapotba
helyezzik. T id6 elteltével a haldzat Gjra valasztast tart.

b. Avalasztds sordn a még legalabb T ideig miikodéképes szenzorok el&szor kozlik kornyezetiikkel
sajat pozicidjukat majd az dlmossagi tényezével aranyos prioritdsi sorrendet allitanak fel. A
szenzorok sajat prioritdsukat kozlik kdrnyezetikkel.

c. Akapott informé&ciok alapjan minden szenzor felépiti a kornyezetét leird lokalis lefedési grafot és
figyeli, hogy az altala is potencidlisan lefedett terlletek aktudlis lefedettsége a vélasztas sorén
hogy alakul.

d. Avalasztés sordn a prioritas sorrendjében a szenzorok énmagukat alvé vagy miikodé
statuszinak nyilvanitjak, és ez utobbit kdrnyezetiikkel kozlik. A szenzorok mohon jarnak el: egy
szenzor elalszik, amennyiben a lefedési probléma mar méas miikodé szenzorokkal megoldott,
vagy maés, nala alacsonyabb prioritasu szenzorokkal egyitt megoldhatd; kildnben a szenzor
6nmagat miikdddének nyilvanitja.

Az algoritmus m(kodését a kbvetkezd életszer(i hibamodell segitségével elemeztem:

- Arendszerben barmely kuldott Gizenet elveszhet vagy megsérulhet. A sérilt izenetek alkalmas
hibavédd kddolassal detektalhatdk és elveszettként kezelheték.

- A megkapott lizenetek helyesek (ez alkalmas hibavédé kddolassal biztosithatd) és igazak (a
bizanci hibak biztonsagos csatornakkal kikiiszobolhetdk).

A javasolt algoritmusrdl a kévetkezd allitasokat formalisan bizonyitottam:

- Amennyiben a halézat kialakitasa strukturalisan lehet6vé teszi a k-lefedést, a javasolt elosztott
algoritmus garantéltan talal ilyen megoldéast

- A hibamodell dltal leirt hibak jelenlétében a javasolt algoritmus garantaltan helyesen m(ikodik:
amennyiben strukturalisan ez lehetséges, hibat(ir6 médon minden esetben biztositja a k-
lefedést.

Az algoritmus mUikodését kontrollalt szimulalt kérnyezetben vizsgaltam (k = 3 esetben). A miikodést
dsszehasonlitottam az elosztott véletlen valasztast alkalmazé algoritmuséval [6]. A tesztek tanisaga
szerint a javasolt algoritmus kozel azonos lefedés esetéen kozel kétszeres halozati élettartamot tudott
biztositani, mig kozel azonos élettartam mellett kb. 15%-al jobb lefedést biztositott. Megvizsgaltam a
javasolt algoritmus m(ikodését az Uizenetvesztési valdszin(iség fliggvényében: a varakozésok szerint a
szolgéltatas minGsége nem valtozott a hibaarany ndvekedtével (azaz az algoritmus mindig biztositotta a
0; = 1 lefedési aranyt), de a halozat élettartama nagyobb hibaaranyok esetén kozel lineérisan csokkent.

Kapcsolddd publikaciok: [S22], [S23], [S24], [S25].

3.2. Strukturdlisan stabil idGszinkronizacios protokoll gy(irl topoldgidju haldzatokhoz
Elosztott mérdrendszerek esetén gyakori igény a megfigyelések sorrendjének, a mérések kozotti id6knek
ismerete, vagy éppen a mérések egyidejl elvégzése. A fenti kovetelmények kielégitésére a haldzatokban
szinkronizacios eljarasokat alkalmazunk, amelyek segitségével a szinkronizacidban részt vevé eszkdzok
szamara kozos id6alap hozhato Iétre. Az irodalomban ismert eljarasok a szinkronizaciét altalaban egy
referencia eszkoztél kiindulva, a szinkronizacids allapotot tovabbterjesztve valdsitjak meg. Az ilyen
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eljarasok kozos jellemz6je, hogy a hurkokat a szinkronizécios grafban kerulik, igy strukturdlisan
biztositjak az szinkroniz&cios eljaras konvergenciajat.

Egy ettél igen eltérd, nagyon érdekes elméleti probléma a gy(ir(i topoldgiaju haldzatok szinkronizélasa.
Ugyan ezen hal6zatok mesterséges felszakitasaval a hagyomanyos szinkronizaciés mechanizmusok
alkalmazhatdk, de a felszakitast hatarold két csomopontnal — a felszakitassal keletkez§ lineéris
topoldgidbdl és a 1épésenként akkumuléalddé hibabdl adoddan — sokkal nagyobb szinkronizécios hiba jon
[étre, mint a tdbbi szomszédos csomodpont-par kozott, ami felboritja a gy(ir(i topoldgia szimmetriajat és
az adott alkalmazésban elfogadhatatlan lehet. Az hagyoméanyos protokollok naiv alkalmazésa gy(ir(i
topoldgiaju halézatokban pedig a nem vart nagy hibak mellett akar stabilitasi problémékat is felvet: az
ilyen algoritmusok sok esetben nem konvergalnak.

Uj id8szinkronizacids protokollt javasoltam iddosztasos (TDMA) Gitemezést alkalmazé egyiranyu gy(rd
topoldgidju haldzatok szinkronizélasara. A protokoll a szomszédos csomopontok kbz6tt azonos szintd,
igen alacsony szinkronizalasi hibat ad és a teljes hal6zatra szamitott globalis szinkronizalasi hibat is
alacsony szinten tartja (mely aranyos a csomopontok kodzotti tavolsaggal). Ezen tulajdonsag a legtobb
alkalmazasban igen el6nyds: mivel a kommunikacié a szomszédos eszkdzok kozott 1ép fel, itt a hatékony
m(ikodés elérése érdekében igen szoros szinkronizaciot kivanunk meg (akar mikrosec nagysagrendben),
mig a teljes hal6zatra vetitett globalis megkivant pontossagot az alkalmazas jellege hatarozza meg, de ez
tipikusan kisebb igény(i (pl. msec vagy akar sec nagysagrendben).

A protokoll jarulékos koltsége igen alacsony: csak a rendszer meglévé izeneteit hasznalja, ezekre
Ultetjuk ra a szinkronizalashoz szlikséges néhany bajtnyi informéciét. A modszer tovabbi el6nye, hogy a
szomszédok kozotti szoros szinkronizacionak koszonhetben az eszkozoknek nem kell hossza biztonsagi
idérést hagyva a sziikségesnél el6bb felébrednitik, igy a halézat energiafelhasznélasa alacsony szinten
tarthato és igen kis kitoltés(i tényezgjl haldzatok valosithatok meg. Ennek eredményeképpen
nagypontossagu szinkronizalds valik lehetévé a szinkronizalasi protokoll ritka alkalmazésaval.

A javasolt protokoll vazlatos miikodése a kovetkez6:

- Aprotokoll feltételezi az idGosztasos Utemezés ismeretét és ennek megfelelGen a
csomoépontokat [épésenként, egy iranyban szinkronizalja: minden csomdpont a kdvetkez6
csomépontnak adja tovabb a szinkron informéciot az itemezésének megfelel§ idépontban.

- Aszomszédos csomoOpontok kozotti paronkénti szinkronizalast a kézeghozzéférési rétegben
végezzik, igy a [épésenként elkdvetett hiba alacsony szinten tarthato.

- Minden csomépont 2 logikai 6rat hasznal: az egyik a korabbi szinkronizaldsi korben hasznalt id6t
mutatja (WUC), a mésik pedig a jelenlegi szinkron-idét tartalmazza (SC). A két 6ra azon
idészakban, amikor az adott csomdpont mar szinkronizalédott az el6z6 csomdponthoz, de a
szinkron informacidt még nem adta tovabb a kévetkez6 csomopontnak, mas értéket mutathat.

- Aszinkron informé&ci6 a normal h&ldzati csomagokra Ultetjiik, amelyek elére definialt TDMA
Utemezés szerint haladnak a hal6zatban. Minden csomopont a WUC 6ra szerint ébred fel, igy
biztositva, hogy a kommunikalo felek egyutt ébrednek. A szinkronizalo fél sajat SC érajat kildi
tovabb a szinkronizalt félnek, majd végrehajtja sajat WUC 6rajan a WUC=SC allitast.

- Aszinkron informécio vételekor minden csomépont megméri a legutobbi szinkronizalasi kdrben
felgyllemlett hibat, amelyet visszacsatolasként alkalmazva meghatarozza az SC (] értékét.
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A protokoll az alkalmazott visszacsatolds segitségével képes a rendszerben Iév6 orak eltér6 sebességét
(drift) is kompenzalni.

A protokollt valds hardveren egy 6 csomopontbol allé haldzaton teszteltiik. A mérések szerint a
szomszédos csomopontok Oréi kdzotti eltérés a teszt sordn maximum 6 tick volt, de &tlagosan kevesebb,
mint 0.7 tick, ahol 1 tick az alkalmazott 6ra felbontéasa.

A protokoll bekapcsolas utani kezdeti konvergencidja a rendszeren belil |étrejové visszacsatolds miatt
kérdéses. A konvergencia killondsen fontos kérdés valds elosztott rendszerekben, hiszen itt az rak
kezdeti llapota, illetve az eszk6zok bekapcsolasi sorrendje is szamithat. Vizsgalatokat végeztem a
protokoll konvergenciatulajdonsagait illetéen. Meghataroztam annak sziikséges és elégséges strukturalis
feltételét, hogy a protokoll kezdeti konvergenciéja garantalhaté legyen.

Legyen a hal6zat TDMA Utemezésének periddusideje T, és jeldljik BL;-vel azt a korid6t, amely idé alatt
az Uzenet az i -ik csomopontbdl egy teljes kort megtéve az (i — 1)-ik csomopontra visszajut. Legyen
tovdbba& L = min BL;. Amennyiben T > 2L, a rendszer mindig konvergens, fuggetlenil az itemezés

l

konkrét megvaldsitasatol és a kezdeti 6radllasoktol. Amennyiben T < 2L, a hélézat az 6rék kezdeti
értékétsl fuggden lehet konvergens vagy nem konvergens. Azonban ebben az esetben mindig talélhato
olyan kezdeti 6radllas, amib6l indulva a rendszer nem konvergal.

A fenti tulajdonsag felhasznalaséval kiegészitettem az eredeti algoritmust, amely igy garantéltan stabilla
valt: barmeny Gtemezéssel barmely kezdeti értékbdl indulva konvergens.

Kapcsol6do publikacio: [S26], [S27], [S28].

3.3. Prowler: magas szinten programozhaté szimulacios eszkoz elosztott mérérendszerek
tervezésehez

Elosztott vezeték nélkili mérérendszerek tervezése sordn gyakran felmerdl prototipusok készitésének, a
rendszer szimuléldsanak igénye mar a tervezés korai fazisaban. A tervezést kiilondsen neheziti a
rendszer elosztott volta, a vezeték nélkili kommunikacio jelenléte: a kommunikécios csatornék altal a
rendszerbe vitt nem determinisztikus késleltetések és hibak a tervezett rendszer viselkedését
alapvet6en képesek befolyasolni, amit a tervezs6 eszkéznek figyelembe kell vennie. A tervezés és
prototipuskészités masik fontos eleme, hogy a programozas magas szint(i legyen: a tervezé a
megvalositas részletei helyett a miikodésre koncentralhasson. Ezen igények figyelembevételével
megterveztem és megvaldsitottam a Prowler névre keresztelt, eseményvezérelt, valdszinlségi alapon
m(ikodd, magas szinten programozhaté szimulatort, amely alkalmas vezeték nélkili
szenzorhal6zatokban fut6 alkalmazésok gyors implementélasara és végrehajtasara. A szimulator
MATLAB kornyezetben készilt olyan igénnyel, hogy a felhasznalonak csak a tényleges alkalmazés
logikajat kelljen egy jol ismert, magas szinti nyelvi kérnyezetben beprogramoznia.

A szimulator f6bb jellemz6i a kovetkezGk:

e A felhasznélonak az alkalmazést 3 nézetbdl kell definialni: (1) topoldgia, ahol az eszkdzok
elhelyezkedését, esetleges mozgéasat kell definiélni, (2) megjelenités, ahol a miikodés soran
megjelenitend6 eseményeket kell meghatarozni, valamint (3) logika, ahol az egyes eszk6z6kon
futd alkalmazés logikajat kell leirni.
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e Aszimuldtor esemény alapu: a m(ikodést a rendszerben megjelené eseményekre adott
tevékenységekként kell leirni. A tevékenységek a rendszerben Ujabb eseményeket valthatnak ki.

e Aszimulator kezeli a kommunikéciohoz kapcsolddo alacsony szintii tevékenységeket és fizikai
jelenségeket: valdszinliségi alapon szimulalja a kozeghozzéférést, a jelterjedést, az izenetek
Utkozését, sérilését.

e Aradiés kommunikacio szimulaldsa beépiil6 modulként van megvaldsitva, ezek tetszés szerint
cserélhetGk. Jelenleg 3 modell van implementalva: (1) tdvolsag alapu jelerdsség, vétel vett
jelerésség alapjan, (2) tavolsag alapu jelerGsség, vétel jel/zaj-interferencia alapjan, (3) Rayleigh
fading alapu jelterjedési modell vétel jel/zaj-interferencia alapjan.

e A szimulator jelterjedési modelljei statisztikai alapon mikodnek, de az implementalt rendszerek
kénnyebb tesztelése, hibakeresése érdekében determinisztikus mikodésre is lehetGség van.

e A szimuldtor vezérelhetd parancssorbdl, valamint kényelmes grafikus felhasznaloi felllet is
rendelkezésre all.

Elosztott mérdrendszerekben a miikodési logika tipikusan specialis eseményeken alapul: pl. Gizenetek
kildése/fogadasa, id6 muldsa, mérések végzése. A szimulator jol illeszkedik ehhez a modellhez és
esemény-vezérelt természete kulondsen alkalmassa teszi ilyen alkalmazésok leirdsara.

A szimulator kényelmes grafikus feliiletérdl jél hasznalhato a fejlesztett alkalmazasok iterativ
fejlesztésere/tesztelésére, mig a parancssori felllet alkalmassa teszi mas alkalmazasokbdl torténé
hivasra (pl. protokoll paraméterek optimalizalasa céljabol)

Kapcsolddéd publikaciok: [S32], [S33]

Az eredmények hasznositasa

A javasolt k-lefed6 algoritmus minden olyan méréhalézat esetében alkalmazhato, ahol garantalt
szolgdltatasminGségre van sziikség. A kidolgozott megoldas el6nyds tulajdonsaga, hogy hibat(iré
tulajdonsagai formalisan bizonyitottak, valamint miikddése soran a halézat kommunikacids
tébbletterhelése alacsony. A javasolt megoldéast altalanositottunk olyan esetekre is, ahol a
mérGeszk6zok tobb paramétert, esetleg mas-mas lefedettségi igényekkel mérnek [S25].

A javasolt szinkronizaciés mechanizmus TDMA alapon m(ikédé, garantélt valaszidejd vezeték nélkli
biztonsagi keretrendszerben ker(lt felhasznalasra, ahol az alacsony energiafelhasznalési kulcs tervezési
szempont volt. A megvaldsitott szoros szinkronizacio segitségével <0.5% kitoltési tényezével tudtuk
Uzemeltetni a hal6zatot és garantalni a megkivant 5 sec valaszidét [S29], [S30], [S31].

A Prowler szimulatort sikeresen alkalmaztuk az &ltalunk fejlesztett szolgaltatasok és alkalmazasok
fejlesztése soran. A program ingyenesen felhasznalhato, tovabbfejlesztették (JProwler, RMASE), a vilag
szamos helyén alkalmazzéak oktatasi és kutatési célokra (tobb, mint 100 kdzleményben hivatkoznak rd).
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Introduction

Measurement and estimation processes are utilized in many application fields. Children estimate the
width of the puddle before trying to jump over it, hawks estimate the distance of the pigeon, sport
medicine physicians measure the body fat index of the athletes training for the Olympic Games, and the
navigation system estimates the current position of the vehicle. In many cases the measurement and
parameter estimation is the final goal (e.g. body fat index), while in most cases these processes are
embedded in and are services of other higher level applications (e.g. GPS service in the navigation
system). One important requirement of applicability of such processes is their robustness; e.g. they
should be resistant against noise in the application domain, malfunctions of devices, or mistakes of the
human operators.

The results presented in this thesis include robust measurement and estimation processes, divided into
three theses.

In the first thesis estimation processes for model parameters are presented. Results include a robust
excitation signal design, which is resistant against user misuse; an efficient spectrum estimation process,
which is applicable even for problems of extreme large size, not manageable with conventional
methods; and an automatic model selection process, which eliminates the need of user intervention
from complex parameter estimation process chains, thus allows the efficient use of such methods by
inexperienced users as well.

The second thesis introduces novel and robust position estimation processes. The common feature and
the source of the robustness of the presented methods is that they are based on the consensus of a
subset of measurements. The fundamental method is able to select consistent measurements from the
set of measurements, using a measurement error limit, and thus it provides good quality estimates even
in case of the presence of many outliers. Two extensions are also presented: in the first extension with
an additional step the accuracy is increased: the method provides accuracy close to the theoretical limit.
The second extension opens new application fields: while in the fundamental method well defined
trigger events are required (e.g. muzzle blast of a weapon), the extension generates acceptable events
from continuous signals (e.g. speech) automatically.

In the third thesis middleware services and design tools are presented, used in distributed measurement
systems. Results include a robust coverage algorithm, allowing the energy-efficient operation of sensor
networks, and at the same time providing guaranteed sensor coverage; a structurally stable time
synchronization protocol for ring-topology networks, and a simulation tool aiding the design and test of
wireless distributed systems.



1. Robust estimation of model parameters

1.1. Method for the design of robust broadband periodic excitation signals

Multisine excitation signals are very popular in system identification, and several well established
methods are used to design them. During the excitation design the power of the signal is usually
uniformly distributed in the band of interest, but the phases of the components are free parameters.
Using the phase values another practically important property, the crest factor can be minimized. For
this purpose in the literature the Schroeder-multisine, or its optimized versions are utilized.
Unfortunately these excitation signals are not robust against inexperienced utilization: the excitation of
certain frequency bands can be as much as 30dB lower than expected. Such utilization is very common,
e.g. the user divides the excitation signal into two parts for identification and verification. The proposed
method provides excitation signals, which are robust against such truncation misuse.

| provided a statistical estimate to calculate the power loss, originating from truncation of random phase
excitation signals. | proved that the power loss is low (typically 1-3dB) in case of random phase signals,
as compared to the high power loss (30-40dB) of the signals from Schroeder-type deign. | also showed
that popular crest-factor optimization algorithms do not change statistical properties of the signals
significantly. Based on these results and observations | proposed the following method for the design of
robust multisine excitations signals: the design uses random phase multisines, as initial signal (as
opposed to the popular Schroeder-multisine), then a conventional crest-factor optimization is applied.
According to the tests, the crest factor of the proposed method is comparable to that of conventional
methods (sometimes even better), while the potential power loss, originating from the truncation
misuse is significantly lower. The convergence properties of the proposed method were analyzed using
two well-known crest-factor optimization algorithms: the convergence speed was acceptable even in the
presence of very high number of frequency components (e.g. for 1000 frequency components the
execution time is approx. 2 minutes).

Related publications: [S1], [S2].

1.2. Efficient method for estimating the harmonic content of periodic signals

| proposed an efficient method to estimate the harmonic content of periodic signals. The iterative
method contains two computing steps. In the first step, based on the estimated fundamental frequency,
the spectrum is estimated, solving a linear least squares (LS) problem. Using the result, the fundamental
frequency is updated, by solving a nonlinear LS (NLS) problem. By repeating the two steps until the
convergence criterion is met (i.e. the residual error does not change significantly), the (locally) optimal
LS estimator can be computed. To solve the LS problem the proposed method utilizes a resonator-based
recursive computing method, while in the second step a quadratic fitting method is used to determine
the new frequency estimate.

The main advantage of the proposed method is that it requires significantly lower computational
resources than conventional (matrix-based) methods. For the conventional method the required storage
space and number of operations are 0(MN?) and O (MN), respectively, while for the proposed method
the requirements are much lower: 0 (MN) and O(N), respectively, where M is the number of harmonic
components and N is the number of samples. Since for real-sized problems both the memory
consumption and computation needs are decreased with orders of magnitude, the proposed method is
able to solve large-size problems, which cannot be solved with conventional methods.



Another advantage of the proposed method is that for long data records the computation of variance
can be performed by conventional block-based methods, but without the need of data segmentation,
resynchronization, and re-estimation, common in conventional methods. For short data records the
variance cannot be estimated, using block-based computation, but the proposed method can provide a
recursive variance estimates with acceptable quality.

Related publications: [S3], [S4], [S5].

1.3. Automatic model selection method for the identification of linear time-invariant

systems

Users of system identification processes and tools may not have deep knowledge on system
identification theory. The utilization of complex tools with many parameters is often troublesome for
such users; they would rather prefer fully automatic processes. In the literature several building blocks
of the system identification process are well covered, but such automatic method was not available.

| proposed a novel, completely automatic frequency-domain model selection methods, which requires
only measurement data and provides the identified model of the system under test, with textual
validation information, understandable even for the inexperienced user. The method is the following:

a. Pre-processing of measurement data. The input and output spectra are calculated using DFT,
and the sample means, sample variances, and sample covariances are calculated as described in
[1].

b. Course order estimation. A fast non-parametric algorithm [2] is utilized to provide a statistical
approximate of the system order. The speed of the methods results from the fact that the
residual error is approximated without calculating the model parameters. From now on this
method will be called fast test. As a result of this processing step, an initial - and probably
slightly conservative — model order is provided.

c. Parameter estimation and model validation. Since in step (b) the applied fast algorithm is
stochastic, the initial order may be too low, despite of the expectations. In this step the model
parameters are calculated and a correlation test is performed on the residual error [3], from
now on called slow test. If the estimator fails on the slow test, the model order is increased until
the slow test is successful. This processing step provides a validated model, but potentially with
unnecessarily high order.

d. Order reduction I. In this processing step the order of the model is decreased iteratively while
the reduced-order model is still satisfactory. The order reduction is performed by elimination of
poles, zeros, or pole-zero pairs, where the potential roots are selected using Rolain’s significance
test [2]. After the elimination of each potential root the quality of the remaining model is
checked: in case of successful test the iteration is continued using the reduced model, otherwise
another potential root is selected for elimination. In order to increase the speed of the
algorithm, the quality is tested by the fast test; if this method fails to improve the model, a slow
test is applied. After each successful slow test the fast test is used again, while possible. The
alternation of the two test methods results fast convergence and accurate estimates. The
output of this processing step is a minimal-order parametric model, which satisfies both the
error-function test and the correlation test.

e. Order reduction Il. In many practical cases it is advantageous to use lower model order, even at
a price of some decrease of the model accuracy. This processing test further decreases the



model order, similarly to step (d), but here no correlation tests are used, instead the error limit,
calculated from the validated model of step (d), is utilized in the error-function test.

f. Validation. The validation and evaluation of models calculated in steps (c) and (d) is performed.
Based on the ratio of the theoretical and measured errors, and the result of the correlation test
the system creates a textual evaluation, which can be used by even inexperienced user to decide
which model to use in his/her application.

Related publications: [S6], [S7].

Utilization of the results

The development of the proposed methods was triggered by real practical needs: model parameter
estimation is required in many application fields, where the users may be expert of the application
domain but not that of system identification. The proposed methods provide tools for such users to
perform professional and accurate modeling.

The proposed methods were applied and further improved in the Frequency Domain Identification
Toolbox (FDIDENT), developed by Istvan Kollar. In the Toolbox a user-friendly graphical user interface
was also developed, which integrates and helps the application of model selection and validation tools
in an intuitive manner ([S8], [S9], [S10], [S11], [S12]). The Toolbox is for sale for commercial use or can
be downloaded for free for non-profit purposes [4].



2. Robust position estimation methods

2.1. Consensus-based robust sensor fusion for time-difference-of-arrival (TDOA)-based

location estimation

Localization methods are often based on measurements of Time of Arrival (TOA) or Time Difference of
Arrival (TDOA) of various signals (e.g. acoustic signals or radio-frequency signals). The TDOA problem is
the following: the unknown position of a signal source is p, = (xg, 0, Zo), €mitting a signal at unknown
(random) time t,,. (Note that if time ¢, is known, the TDOA problem is reduced to the much simpler TOA
problem.) The signal is propagated with constant speed v . There are N sensors deployed at known
positions p; = (x;,v;,2;),i = 1,2, ..., N, sensing the emitted signals and detecting their time of arrival
t;,i =1,2,...,N. Using the sensor positions p; and detection times t; the unknown position p, is to be
determined.

The problem can geometrically be interpreted: to each sensor pairs a hyperboloid surface can be
assigned, where the surfaces depend on the time differences of arrivals. Since the unknown position
must be on the hyperboloid surfaces, the solution is their intersection. In n dimensions the problem can
be solved with N > n sensors. To increase the robustness of the estimators, more (or much more)
sensors can be applied. In such cases the main problem is the solution of the overdetermined equation
system. The popular Least Squares method defines a quadratic error surface e(p), the minimum of
which defining position p,. The LS method is advantageous where the measurements has small
measurement error, but the estimates can be heavily distorted when large outliers are present (e.g.
false detections because of reverberation).

| proposed a novel, consensus-based fusion for TDOA measurements, which tolerates well even large
measurement errors. The proposed method automatically discards measurements with error larger than
a predetermined error limit. The position estimate is the position in the search space where the most
measurements, within the error limit, supports the common hypothesis that the source is in position p.
For TDOA the consensus-based estimator is the following:

a. The source emits a signal at random time instant t,, which is sensed by the sensors at time
instants ¢; (i = 1,2, ..., N).

b. Letusassume that the source is at position p = (x, y, z). In this case, using p, p;, t;, and v, time
instant £; can be calculated for each sensor i, where ¢; is the time at which the signal emission
must have happened at source position p, according to sensor i.

c. Letusdefine error band 7 > 2(% + T), where A and T are the maximum position error of the

sensors and the maximum time measurement error (resulting from both time synchronization
errors and detection errors), respectively.

d. Letus find a time instant ¢, for which in interval [t — % t+ %] there are the most estimates ¢;.
Let the consistency value for position p be the number C,(x, y, z) of these estimates.

e. The position estimate is at the maximum of consistency function C,(x, y, z). Usually the
maximum of C; is above a larger area W, the size of which depends on the value of 7. In practice
the position estimate is the center of ¥, while the size and shape of W can be used to
characterize the estimation error.

The above algorithm assumes that the value C, (x, y, z) can be computed at every point of the search
space, which is not realistic. For real applications an iterative, discretized version was proposed. A
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Branch and Bound (B&B) search is performed in cubes with decreasing size in time. During the search,
parameter A, and thus parameter 7, are adapted to the actual size of the cubes.

The proposed method can be applied when the source emits well defined discrete trigger signals. Such
sources include e.g. weapons (acoustic source) or radio impulse signals (ultra-wide band radio sources).
During the evaluation of the method acoustic sources were used with microphones, as sensors.

In large real environments (with size of 100m x 100m) using large number of sensors (N>50) the
proposed method is able to perform the fusion in real time. The main advantage of the method is its
robustness: even in case of large number of erroneous detections (the ratio of bad measurements were
often higher than 50% during the tests) the fusion provides good accuracy. The mean localization error
in the above test was 1.3m.

Related publications: [S13], [S14], [S15], [S16], [S17].

2.2. Extension of the consensus based fusion to increase localization accuracy

The algorithm proposed in 2.1 performs the search in the discrete space. Since the measurement noise
is always present, parameter T cannot be arbitrarily low, thus the resolution of the method cannot be
decreased arbitrarily. The value of T could be adapted if the noise model were accurate, but this is not a
practically realistic solution. Instead, in order to increase the accuracy, an extension was proposed. First
the fundamental method is applied to (1) calculate an initial position estimator and (2) identify sensors
which consistently support the estimate, within an error limit. Using the measurements of these
sensors, a gradient search provides a more accurate estimate. The operation of the extended estimate is
the following:

a. Using a coarse noise and error model, similarly to 2.1, the value of 7 is set and the fundamental
algorithm is executed. The result is a position (X, y, ) where C,(x, y, z) is maximal.

b. For position (¥, ¥, Z), an associated time estimating emission time ¢, and the interval I =
[f - % t+ %] are provided. Let set " contain sensor indices i for which {£;} € I.

c. Letus define the following quadratic error function: E(x, y, z, t) = Yere?(x, y, z, t), where
ei(x,y,z,t) =d;(x,y,2z) —v(t; — t).

d. Letusdetermine the minimum of E(x, y, z, t), using gradient search, where the initial position is
(%, ¥, 2,t). The position estimate is where E(x, y, z, t) is minimal.

The method was tested in an acoustic shooter localization application, where the accuracy was
compared to that of the fundamental method. According to the test results, the error decreases with
30%. The measured accuracy was compared to the theoretical limit. According to simulation tests, the
accuracy of the proposed method is close to the Cramer-Rao bound calculated for sensor set I'.
Naturally, the accuracy is lower than the theoretical limit calculated for all sensors. Since the operation
of the sensors (whether they provide good of false result) cannot be controlled, the proposed method is
close to optimal: it provides results, which are close to the theoretical limit under the given
circumstances.

Related publication: [S18]



2.3. Generalized consensus-based sensor fusion for TDOA-based localization

The fundamental method proposed in 2.1 is applicable when the signal source emits discrete and well
defined signals. In many applications, however, the source is different (e.g. in case of human speech)
and it is difficult to define such events which occur surely and can be detected reliably by the sensors.

Conventional speaker localization algorithms (beam forming, correlation techniques) require wide
bandwidth communication between sensors and the processing units (typically the raw signals sensed
by the microphones are used for further processing). This feature is not advantageous in application
where there communication bandwidth is limited (e.g. networks using Zigbee connection). The
generalized consensus-based sensor fusion can be applied in such environments.

| generalized the consensus based sensor fusion for localization using TDOA measurements. In the new
algorithm an a priori defined set of events I, k = 1,2, ..., K are utilized, which are detected by the
sensors and the detection times are recorded. Sensors build the event descriptor triplets (i, k, t), where
i is the sensor ID, k is the event ID, and t is the time of detection. The generalized consensus based
estimator for TDOA measurements is the following:

a. The source emits a signal continuously. Sensors watch for events in the sensed signal and record
their sensing time for measurement interval W. The sensors forward the detected event
descriptors to the fusion center after time W, then a new measurement interval is started.

b. Letusassume that the unknown position of the source isp = (x,y, z). Using p, p;, t,, and v, for
each sensor the assumed emission time £,, can be computed, when the observed event IT,
occurred in the assumed position p.

c. Letusdefine error bound 7 > 2(% + T), where A is the maximum position error of the sensors,
and T is the maximum error of the time measurement. Let us also define minimal consensus
index A.

d. Letthe sparse set of time instants Y = {¢;} such that for every t;, t, € Y: |t;, t5| > 7. SetY
defines a disjoint set of intervals Y, = {A;}, where A; = [t; — 7, t; + t]. Let the number of
estimates £,,, related to event I, in interval A; be n;.Let#i; = n;,ifn; > Aand@; = 0,ifn; <
A.LetCp . (x,y,2) = max Yifi;.

Note: Y contains the set of estimated time instants, in which presumably the source generated
an event [T, and Cy, . (x, y, z) is the number of consistent measurements supporting these
events, assuming the source is at position (x, y, z). In the computation only those events are
used which are supported by at least A consistent measurements.

e. Letthe value of the consistency function be the following: C,(x,y, z) = X Cx . (x,y,2z). The
position estimate, similarly to the original consensus-based estimator, is derived from the
maximum of the consistency function.

Note: The generalized method is reduced to the original version with the following simplifications:
k=1,A=1,Ck.(x,y,2) = m@x max fi;.
l

The evaluation of the consistency function, similarly to the original consensus-based estimator, is
made by iterative B&B search. Instead of exact optimization, the selection of set Y, and the
computation of Cy ; is performed using fast heuristic methods.



The method was tested using speech signals. The experiment was conducted indoors, where 5
microphones was placed in an area of size 6m x 10m, and the accuracy of the detection was approx.
0.2m. During the experiments a simple filter bank was run on the sensors, and events were defined
as fast energy increases in the individual bands. The data rate, due to forwarding the event
descriptors, was 2 orders of magnitude than data rate necessary for the transmission of raw signals.
The difficulty of event definition is illustrated by the fact that less than 5% of the detected events
was consistent with A = 3. Despite of the large number of inconsistent measurements, the location
estimate was accurate, which show the robustness of the consensus based estimator.

Related publications: [S19].

Utilization of the results

The application of consensus based localization technique was very successful in acoustic counter-sniper
systems. The method provided accurate estimated even in scenarios where reverberations make
localization difficult. Before the development of the system, urban shooter-localization systems were
unreliable, according to my knowledge, our system was the distributed sensor network based system
applicable in this domain.

The proposed consensus based estimator was extended in later methods:

- An extension of the consensus based estimator allows the utilization of trustworthiness of
sensors [S20].

- Using a stochastic acceleration method the speed of the search was increased by 3 orders of
magnitude [S21].

- The consistency function was expanded to handle both TDOA and directional measurements
and was successfully applied on systems deployed on helmets [5].

3. Robust middleware services for distributed measurement systems

3.1. k-coverage algorithm with guaranteed quality of service for distributed

measurement systems

Related to accuracy or fault-tolerance issues, in distributed measurement systems and sensor networks
a frequently occurring task is to provide coverage for every point of the observed territory by at least k
sensors. The necessary structural condition is that the deployment of the sensors be adequate, i.e. the
sensors must be placed densely enough. If the density of the sensors is higher than the minimal
requirement, further optimization is possible: providing k-coverage, some sensors may be sent to low-
power (sleeping) mode, thus preserving energy. If the roles of operating and sleeping sensors are
scheduled properly, the operating time of the whole network can be extended.

The k-coverage problem can be formalized using bipartite graph G(RUS, E), where vertices S and R
represent sensors and observed regions, respectively. In G there is an edge e between region r e R and
sensor s e S if and only if s (completely) covers region r. The simple k-coverage problem is to find a
subgraph G'(RUS',E’) of G, so that for all vertices Rin G', the degree is at least k.

The minimal k-coverage problem is to find a non-redundant subgraph G’ that solves the k-coverage
problem with the minimal number |S’| of sensors. Even the static minimal k-coverage problem is NP-
complete, but the tackled problem is more complicated: the lifetime of the network is to be prolonged
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with the help of the alternation of appropriate k-covering sets by minimizing the power consumption
and, thus, maximizing the network lifetime.

During the solution the following realistic assumptions are used:

The sensing area of the sensors can be modelled by a circle, inside of which the sensing has
guaranteed quality, while outside of the sensing radius the quality cannot be guaranteed.
The communication radius of the sensors is at least double of the sensing radius.

Every sensor knows its own coordinates and the observed area = . Sensors attempt to cover
only areas inside of ¥ .

Sensors know their own energy status.

The following metrics are utilized to describe the quality of service:

k-coverage ration: @, = A—A‘ , Where A, is the area of k-covered regions, while A is the area of

the full observed target space = .
k-lifetime: L, (1) is the maximum operational time of the network with ®, > 1, where 0< 1 <1

(in practice A = 1 or close to 1).

A distributed algorithm was proposed to solve the dynamic k-coverage problem. The sensor state is
described by a drowsiness factor, which takes into consideration both the remaining energy of the
sensor and its importance to solve the k-coverage problem: the drowsiness factor is high for sensors
with low remaining energy and for those sensors, the observed territory of which is observed by only
few other sensors.

The schematic description of the algorithm is the following:

a. Thereis periodically an election in the network. After each elections, a k-coverage set is formed,

which operates for time T. Sensor not participating in the coverage set are sent to sleep for time
T. After T, a new election is performed.

During the election sensors with energy enough for at least time period T send their positions to
their neighbors and create a priority list proportional with drowsiness. Sensors send their
priority to their neighbors, too.

Based on the received information, each sensor builds the local coverage graph, describing its
neighborhood. Then during the election process follows the actual coverage of those areas
which can be potentially covered by itself.

During the election the sensors declare their status sleeping or awaken, and the latest is
broadcasted to the neighbors. The election process is greedy: a sensor can go to sleep if the
coverage problem is solved by other sensors, or it can be solved by other, lower priority sensors;
otherwise the sensors stays awake.

The operation of the algorithm was analyzed using the following realistic error model:

In the network any message can be lost or can be damaged. Damaged messages can be
detected with suitable error protection coding and can be treated as lost.

The received messages are correct (due to error protection coding) and true (Byzantine errors
can be avoided using secure channel coding).
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The following statements were proven formally:

- Ifthe sensor placement structurally allows k-coverage, the proposed algorithm is guaranteed to
find a solution.

- Inthe presence of errors covered by the above error model the operation of the algorithm is
guaranteed to be correct: if structurally possible, it provides k-coverage in a fault tolerant way.

The operation of the algorithm was examined in a simulated environment (with k = 3). The operation
was compared to that of the distributed random election algorithm [6]. According to the tests, the
proposed algorithm provided approximately two times longer network lifetime, providing the same
required coverage, while provided 15% higher coverage when the network lifetime was the same. The
operation of the algorithm was analyzed vs. the probability of message loss: according to the
expectations the quality of the service did not change when the error rate increased (i.e. the algorithm
always provided ©; = 1), but the network lifetime decreased approximately linearly with the increase of
error rate.

Related publications: [S22], [S23], [S24], [S25].

3.2. Structurally stable time synchronization protocol for ring topology networks

In distributed measurement systems it is often required to know the order of observations, the time
between measurements, or it may be necessary to provide synchronous measurements. To fulfill such
requirements, synchronization services are utilized, which provide common time base for the network
elements. Most of the methods in the literature spread the synchronization starting from a reference
device. The common feature of these algorithms is that they try to avoid loops in the synchronization
graph, thus the convergence of the synchronization is structurally provided.

A very different theoretical problem is the synchronization of ring topology networks. By artificially
breaking of the loop, previous method can be utilized, but this way between the end nodes of the linear
topology the synchronization error is much higher than between the other neighboring nodes, thus the
symmetry of the ring topology is damaged, which may be inacceptable in certain applications. The
application of conventional methods naively for ring topologies, apart from large synchronization errors,
opens stability problems as well: such algorithms often do not converge.

New time synchronization protocol was proposed for ring topology networks utilizing TDMA scheduling.
The protocol provides the same low synchronization error between neighbors and the global
synchronization error is also low (proportionally with the distance between nodes). This property is
advantageous is most applications: since the communication is performed between neighboring devices,
here tight synchronization (even in the microsecond level) is required, to provide energy efficiency;
while for the whole network the required accuracy is determined by the application, usually with lower
demand for accuracy (e.g. in the order of milliseconds or seconds).

The overhead of the protocol is very low: it utilizes the existing messages in the system and piggybacks
only a few bytes of information. An additional advantage of the protocol is that, due to the tight
neighbor-wise synchronization, there is no need to wake up devices long before the scheduled
communication time, thus the energy efficiency of the network is high and low duty cycles can be
reached. The protocol provides high accuracy synchronization with rare resynchronization.

The schematic description of the protocol is the following:
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- The protocol utilizes the TDMA scheduling of the network and synchronizes the nodes step by
step, in one direction: each node passes the synchronization information forward according to
its own schedule.

- The synchronization of neighboring nodes is performed in the medium access layer, thus the
pairwise synchronization error is low.

- Every node utilizes two logical clocks: WUC contains time used in the previous synchronization
round, while SC contains current synch-time. The two clocks may show different times in the
interval when a node is synchronized to its previous neighbor but the synchronization is not
passed to the next neighbor.

- The sync information is piggybacked on normal messages, which are transmitted according to
the TDMA schedule. Each node wakes up according to its WUC, thus communicating partners
wake up together. The synchronizing node sends the content of its SC to the neighbor to be
synchronized, and finally performs WUC=SC.

- Upon the reception of synch message the node measures the synch error accumulated during
the last synch period, and utilizing it, calculates its new SC.

The protocol is able to compensate for the clock drifts in the network, using the applied feedback.

The protocol was tested in real hardware, composed of 6 nodes. According to the measurements, the
maximum and average time difference between neighboring nodes was 6 ticks and 0.7 ticks,
respectively, where 1 tick is the resolution of the utilized clock.

The initial convergence of the protocol is questionable, due to the inherent feedback loop in the system.
The convergence is a crucial question in distributed measurement systems, where the initial state of the
clocks, or the order of start-up of the nodes may vary. | examined the convergence properties of the
protocol, and | determined the structural conditions (both necessary and sufficient) for guaranteed
initial convergence.

Let the period of the network’s TDMA schedule be T, and let BL; be the roundtrip time, while the
message from node i reaches the previous node (i — 1), after an almost full cycle. Let L = min BL;.
l

When T > 2L, the system is convergent, independently of the schedule and the initial clock values.
When T < 2L, the network may or may not be convergent, depending on the initial clock values. In this
case, however, there exists an initial state, starting from which the system is not convergent.

Using the above theoretical result the algorithm was extended to provide stability: its convergence is
guaranteed from any initial value.

Related publications: [S26], [S27], [S28].

3.3. Prowler: High level programmable simulation tool for the design of distributed

measurement systems

In the early stage of design of distributed wireless measurement systems it is often advantageous to
have prototypes and the possibility of system simulation. The design is complicated by the presence of
wireless communication: the nondeterministic delays and errors, introduced by the communication
channels, may change the behavior of the system under design, and it should be reflected by the utilized
design tools. The design and prototype making should be as high level as possible: the designer should
concentrate on the design instead of implementation details. Using the above requirements | created
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Prowler, an event driven probabilistic, high level simulator, which is able to support the implementation
and test of wireless sensor networking applications. The simulator was built in Matlab, thus the user
needs to program the application logic in his/her well know high level programming environment.

The main properties of the system are the following:

o The application is defined using 3 views: (1) topology, where the placement and movement of
nodes have to be defined, (2) view, where the event to be displayed need to be defined, and (3)
application logic, where the programs running on the nodes are described.

o The simulator is event based, the operation is described as actions as a response to events in the
system. The actions may generate new events.

o The simulator handles the low level communication details and the associated physical
phenomena: the medium access, signal propagation, message collisions are simulated using a
stochastic approach.

o The blocks simulating the radio communication are changeable plug-ins. Currently 3 models are
implemented: (1) signal strength based on the distance, reception based on signal strength (2)
signal strength based on the distance, reception based on signal to noise and interference ratio
(SNIR), (3) Rayleigh fading signal propagation, reception based on SNIR.

o The signal propagation models are statistical models, but it is possible to apply deterministic
models to aid testing and debugging.

o The simulator can be controlled from command line, and a graphical interface is also provided.

In distributed measurement systems the operation logic is usually based on special events, e.g.
sending/receiving messages, performing measurements. The simulator supports well this operation
model and its event-driven interface enables the easy description of such applications.

The graphical environment can be utilized for iterative development and testing of applications, while
the command line interface allows its call from other applications (e.g. for optimization of protocol
parameters).

Related publications: [S32], [S33]

Utilization of results

The proposed k-coverage algorithm can be utilized in case of distributed measurement systems where
guaranteed services are required. The advantages of the proposed method are that its properties
related to fault tolerance are formally proven, and its overhead is low. The proposed method was
generalized for cases where the nodes measure multiple parameters simultaneously, possibly with
different coverage requirements [S25].

The proposed synchronization protocol was applied in a security framewaork, where the operation was
performed in a ring network with TDMA, guaranteeing response time and energy efficiency. With the
tight synchronization the duty cycle was below 0.5%, providing the required guaranteed response time
of 5 second [S29], [S30], [S31].

Simulator Prowler was successfully applied during our designs of middleware services and applications.
The program can be downloaded for free, it was extended by others (JProwler, RMASE), and is utilized
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for education and research in several places of the world (there is more, than 100 independent citation
of the tool).
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